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HYPO: A Precedent-Based Legal Reasoner'

Edwina L. Rissland and Kevin D. Ashley 2

Department of Computer and Information Science
University of Massachusetts

Amherst, MA 01003

Telephone: (413) 545-0332
Abstract

In this paper we discuss several key aspects of case-based reasoning ("C13R") and
describe how these are handled in our HYPO program which performs legal reasoning
in the domain of trade secret law. In particular, we examine the following aspects of
IIYPO: (1) the structure of a case knowledge base ("CKB"); (2) an indexing scheme
("dimensions") for retrieval of relevant cases from the CKB; (3) techniqui.s for analyz-
ing a current fact situation; (4) techniques for interpreting and assessing the relevancy
of past cases by 'positioning" the current fact situation with respect to. relevant exist-
ing cases in the CKB as seen from the viewpoint of the case at hand and finding the
most-on-point cases; (5) techniques for manipulating cases (e.g., citinjo, ditinguishing,
hybridizing); (6) techniques for perturbing the current fact situation lo generate hypo-
theticals that test sensitivity of the current facts to changes, particubarly with regar*, '
potentially adverse effects of new damaging facts coming to light and existing favorabl-
ones being discredited; and (7) the use of "3-ply" arguments to play out, an argumi'a0.
We then present an extended example of IlYPO in action on 2, sample trade secr,.'.s
case.
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i. Introduction

In many domains, much of the interesting and important reasoning involves the manipulations
of cases. Anglo-Amecican law with its methods of stare decisis, or the doctrine of case precedent, is
an example, par excellence, of such a domain. Of course, from the point of view of jurisprudence,
stare decisis is rather underdefined [Llewellyn, 1933]. Nonetheless, as defined by the practice of
judges, lawyers, and other experts, the core of precedent-based reasoning is reasoning - particularly,
justifying an analysis - with past cases ILevi, 1949; Radin, 1933]; this includes, of course, using
hypotheticals to limit, challenge, and focus the reasoning.

Strategic planning, philosophical inquiry, and historical I olitical analyses are other good ex-
amples of case-based reasoning jNeustadt and May, 19861. Even in domains like mathematics,
where the primary method of justification is not case-based (that is, one does not justify a con-
clusion by citing cases but rather through the methods of logical inference), cases - here usually
called examples or instances - ca i play a central role. In certain stages of a legal or scientific field's
development, cases/examples can motivate critical change by illustrating dissonance between obser-
vations and the predictions a theory allows or the lack of precision it affords (Kuhn, 1970; Lakatos,
1976]. They are central tools of scientific discovery and pedagogy [Polya, 1973; Lenat, 1977]. Thus
in certain fields iike mathematics, reasoning with cases deserves at least a complementary place to
other modes of reasoning, like deductive inference. In some fields like the common law, it is the
primary mode of reasoning.

Note that even though other aspects of law - like statute- or code-based law - might seem
to use more definitional and rule-based reasoning, it almost never obtains that one escapes the
necessity to use cases to deal with gaps, ambiguities, inconsistencies, and gray areas in drafting or
interpretation lKennedy, 1980; Levi, 1949]. Whenever there is an opportunity for interpretation,
especially of "open-textured" concepts, there is a need for using cases. Thus case-based reasoning
has import not only for Anglo-American common law but also for statutory law and even civil law
like that used in most European countries. Case-based reasoning is relevant to rule-based reasoning
whenever there is room for interpretation, especially of the concepts used to form the rules.

In the research reported here, we concentrate on the use of cases, in and of themselves. We use
as a paradigmatic example of case-based reasoning ("CBR"), the legal domain. By examining legal
reasoning, one can clearly see key ingredients of CBR. These we have incorporated in our system,
called HYPO, which models legal reasoning with cases, both actual and hypothetical ("hypos").
In legal reasoning and HYPO, primary elements of reasoning about a new case include:

1. statemnent of a problem situation, (i.e., the current fact situation or "cfs");

2. analysis of the cfs;

3. retrieval of relevant existing cases from a Case-Kuowledge-Base ("CKB");

4 "positioning" the current fact situation with respect to relevant existing cases in the CKB
as seen from the viewpoint of the case at hand .m iinilin tie most-on-point cases;
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5. heuristic (hypothetical) variation of the cfs and attendant analyses;

6. argument fermulation, experimentation, evaluation and revision;

7. justification of analysis and argument in terms of cases;

8. explanation of the analysis and argument in terms of cases and hypotheticals that illustrate
the importance of various points.

Many of these ingredient tasks of CBR can be formulated as problems in search. For instance,
step 5 - exploration with hypotheticals - can be viewed as a heuristic search of the space of all
fact situations (which includes all the cases stored in the Case-Knowledge-Base plus all the legally
possible hypotheticals) (Rissland and Ashley, 19861. The amount of search done, for instance in step
3 - retrieval - can be dramatically controlled, of course, by representation techniques, especially
domain-appropriate indexing schemes.

In fact, indexing can be considered one of the key problems to CBR and the development of
indexing schemes, paramount. This implies, of course, that learning (of indices as weil as cases) is
ultimately a critical aspect of CBR. Aspects of CDR are also important to learning; for instance, the
generation of hypotheticals in step 5 has import for the problem of intelligently selecting training
instances for a learning program [Buchanan et al., 1987; Rissland, 1987) In both learning and CBR,
picking cases wisely can greatly influence the outcome of events.

Case-based reasoning can be viewed as a special class of more general example-based reasoning
(EBR). However they are not the same. It is true that in both CBR and EBR, cases/examples
are retrieved, generated, analyzed, modified and otherwise manipulated, and used for explanation
and learning (Rissland, 1981; Bareiss et al., 19871. However, in CBR they are the foundation of
justification. That is, to justify an analysis or argument in CBR, one cites and reasons with cases.
In particular, for the cases that support the analysis or argument, one explains the connections,
often analogical, and for the troublesome cases, one distinguishes them, using legally important
dissimilarities as a wedge (Ashley and Rissland, 1987b; Ashley, 1987bj. In EBR on the other hand,
while examples are important components of expertise and reasoning [Rissland, 19781, they are
not necessarily the basis of justification. For instance, mathematics does not recognize "proof by
example" even though examples may play a central role in mathematical reasoning involved in the
discovery, formulation and debugging of a proof, which ultimately must cite definitions, axioms and
theorems.

2. Background

" In this section, we consider other work relevant to this %%ork on (CBR: (1) ineniur) and indexing;

(2) legal reasoning; (3) hypothetical and example-based reasoning; and (.1) planning and atalogical
reasoning. Research in other areas, such as argumentation (e g., jBirnbanm, 1982; Hirnbam , / al ,
1980; Cohen, 1983; McGuire et al., 1981; Reichinan. 1081 IHeichuan-Adar. 199. "l' ulinin. 1.958)
learning, particularly the new term problem aindl -,:i',I ,,mmralitatinn. (m, g., (Mlihell 0I

I.-
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al., 1983; lItgoff, 1983; Rendell, 1985; I)e .ong and Mooney, 19861), and explanation (e.g., (Clancey,
19831) are also clearly relevant to the IIYPO Project as a whole, but will not be addressed here.

2.1 Memory and Indexing

Recent research on memory organization, most notably by Kolodner and colleagues, bears
on the problem of retrieving relevant cases through the use of indexing schemes. Kolodner in
the question-answering system CYRUS used a database that reorganized its indexing scheme and
representations of events as new information is added [Kolodner, 1983a; Kolodner, 1983bi. The
system indexes events, event memory organization packets, or "E-mops", according to the aspects
of an event that differ'from the norms of the conceptual category of the event (e.g., whether they
violate expectations).

Building on this memory scheme, Simpson and Kolodner developed a case-based reasoning
program, MEDIATOR, that solved problems in the domain of dispute mediation [Kolodner et al.,
19851. MEDIATOR's case-base contained information on physical, economic and political disputes
aild conimon mediation tactics., their failures and corrections for those failures. Cases were indexed
by their features (e.g., th disputants, their goals, disputed objects), in particular, by those causing
dispute mediation failure. A classic example involved a dispute between two sisters over an orange
and the failure of the tactic of dividing it equally because one sister wanted the fruit and the other
the rind. In connection with a physical dispute where "divide equaily" fails, the case of the orange
woulh be recalled and lead MEDIATOR to try the alternative fruit-and-rind solution.

In CYRUS and MEDIATOR, as distinguished from HYPO, the evaluation fun :tion for selecting
a most on point case from the maoy retrieved by the "reminding" process takes into account only
the closeness of fit to selected features which is determined by an a priori ranking of features types.
In IIYPO, on the other hand, the ranking of features is performed dynamically, first, by keeping
track of how prior cases, to which various combinations of features apply more or less strongly, were
treated, and second by determining what combinations of features apply, and ho'v strongly, to the
current facts situation, thus promoting some prior cases over others as precedents for interpreting
the case at hand [Ashley, 1987c; Ashley and Rissland, 19881. Just because a particular case is
considered to be a major leading case does not necessarily mean it is tle best, or most-on-point
case, in the current case; it may even be inapplicable or irrelevant if the facts are different enough
from the case at hand.

Thus, both HYPO and MEDIATOR contain dynamic and static aspects of indexing. In a
CBR system, it would be desirable to have both MEDIATOR's ability to generate indices (e.g.,
based on differences, tactical failures) on the fly and IlYPO's dynamic relevancy and case-ranking
capabilities. Of course, such a (BR system would need be mindful of potential shortcomings of
these approaches: for MEDIATOR potential trouble o curs when growth in the case-base causes
the combinatorics of common and differing features to become unmanageable. and for HYI'O,
potential problems occur when its dimensions no longer acciratel reflect the law in the case-base
(eg , because novel combinations of features have been invented) Such weaknesses are related to
hard issues in knowledge acquisition and learning. ulk, Iia-' ()r I he 'iae" (erm'" problem
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2.2 Legal reasoning

On-going York on Al and legal reasoning has addressed several issues of interest to our work on

IIYPO. (See the Proceedings of the First International Conference on AI & Law for a representative
selection of the leading current research.) Previous models of legal reasoning have recognized the

r. desirability of designing a program to reason with cases in order to deal with the "open-textured"
meanings of legal predicates, to argue both sides of a legal issue, and to model how one case can
be linked to another (often of opposite view) through a sequence of intermediate transformations.

[Gardner, 19841 developdd a system to identify legal issues in the analysis of law school exam-

ination fact patterns involving the contracts law of offer and acceptance. The program primarily
used i'-then rules and an ATN to represent its legal knowledge of contract law. It used heuristics
for distinguishing "hard" and "easy" legal issues. For instance, if any of the following obtain, the
i.-ue is considered hard: (,) there are contradictory rules; (2) the rules "run out", i.e., are incon-
clusive or have unresolved predicates; and (3) there are both positive and negative examplar cases
to reso~ve 'hether a predicate or rule applies to the current facts; or (4) in a case when the rules
have run .,,, the absence of any matches. While Gardner does use cases to augment the other two
representatiow : of legal knowledge, they are not the primary vehicle for the program's functioning.
Further, the cases are streamlined, abstract patterns generalized from real cases - more like rules or
templates - containing f.r fewer and much more generalized "facts" than is usual in legal reasoning.
This relieves the program of dealing with facts that might be inconsistent, irrelevant, or otherwise
confound reasoning with the case at hand according to the program's legal rules.

lin TAXMANII, McCarty presents a knowledge representation scheme for the legal concepts
involved in determining whether a particular kind of corporate distribution is taxable [McCarty
and Sridharan, 19821. A concept consists of three parts: (1) a logical template specifying necessary
but not necessarily sufficient conditions; (2) a set of exemplars or cases, real or hypothetical; and (3)
transformations specifying how to get from one exemplar to another (e.g., maintaining equal before
and after ratios of stock owned by distributees). While the system seems to have never become
fully functional - and McCarty of late has concentrated on the finer grained representation of
deontic logic [McCarty, 19851 - his scheme of "prototypes and deformations" does allow interesting
manipulations of cases and are most relevant to step 5 - hypothetical variation - of IIYPO'sI 'reasoning process.

[Waterman and Peterson, 19811 and recently [Schlobohm and Waterman, 19871 took a classic
rule-based approach to legal reasoning. The older work attempted to model how lawyers estimate

V the value of products liability and negligence cases; the more recent work develops mechanisms to
help draft a client's will. While recognizing the problem of using rules to represent the meanings
of ill-defined predicates, like "unreasonably dangerous" or "foreseeability of injury", thy siggest
using ever more refined rules or simply asking the user whether Ie thinks the predicate btaius.
While the latter certainly resolves an open-textured predi, ate, it. is not. .1lI hat satisfying As t,
the former - definitional backchaining the lessons of jurisprudence, as (Gardner points oi, inpd')
that it never works.

In earlier, classic work, Meldnan developed a 't',n t,, aIahze fact -.iIi .. ions i,%Ioking lit-
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tentional tort claiins like ssault and battery IMeldnan, 19771. The program had general rules
defining the elements of a claim and more specific rules abstracted from the facts and holdings
of real cases involving the claims. The latter rules were in effect abstracted examples of when
individual elements of a claim were or were not satisfied. This makes Meldman's use of cases, as
rule abstractions, somewhat similar to Gardner's. Also, the use of rules in Meldmdn (to define
the elements of a claim) and Gardner (to define ingredients of contract law) are similar. While
HYPO does use rule-like structures in its indexing scheme, they are not used to define elements of
a claim or legal predicates, and the representation of cases encodes the particular facts of a case,
thus making HYPO's representation of cases closer to what lawyers and law students capture in
their squibs and case summaries.

No one to date has attempted to model the kind of adversarial analysis or argument formation
that HYPO does, although McCarty is ultimately interested in using his work to do just that
(e.g., comparing the positions of an opinion and the dissents) and Gardner touches on it because
spotting the existence of a hard question implies the existence of an arguable point. However, none
of these other efforts in legal reasoning concentrates on reasoning with cases as much as HYPO or
an Anglo-American legal reasoner - lawyer, judge, professor, or law student - does.

2.3 Hypothetical and Example-Based Reasoning

Aside from IRissland, 1981; Rissland, 19831 and the more recent work by Porter and colleagues
Illarei s et al., 19871 on "PROTOS", a system that reasons with prototypical examples, there has
not been that much work done on example-based reasoning ("EBR").

An underlying similarity between this work on EBR and our more recent work on CBR and
hypothetical reasoning [Rissland et at., 1984; Rissland and Ashley, 1986) is the use of a "space"
of examples or cases - an Examples- or Case-Knowledge-Base - from which to retrieve relevant
examples/cases and then manipulate and modify them. With regard to examples, the modifications
are undertaken with the goal of making the retrieved example satisfy needed constraints - for
instance, those needed to create a counter-example to a conjecture - the whole process is called
constrained example generation or CEG. Rissland's "retrieval-plus-modification" idea in CEG and
McCarty's "prototype-plus-deformation" ideas are quite similar [Rissland, 1980; McCarty, 19801.
In CEG, selection of modification technique is done in a means-ends manner, that is, modifications
are indexed on the attribute they effect. In IIYPO, potential modifications to a fact situation - that
is, the generation of a hypothetical - are indexed via dimensions and chosen according to several
heuristics (e.g., make a case weaker/stronger, enable a near-miss dimension) [Rissland and Ashley,
19861 as well as to higher level argumentation and explanation goals [Rissland, 19851. Further
investigation of indexing schemes for modification procedures (e.g., on failure) would bring this
work into interesting juxtaposition to work by Ilaninioid Illaunnond, 1986a, llaniniond, 19871 and
Carbonell [Carbonell, 19861.

Thus, creation of hypotheticals in HYPO has certain similarities to the generation of examples
in CEG: (1) both assume the existence of a knowledge base of cases (C'KB) or examples (EKB),
which is organized (typically in a net). (2) both use inI. xing , he n,, for rotriemal of examples/cases
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and modification procedures; (3) both link new examples/cases (e.g., hypos) into the EKB/CKB to
reflect their construction or derivation from already existing examples/cases. However, CEG was
a much more simple and static system since there was no attempt in CEG, as there is in HY'O,
to dynamically and case-dependently view the existing case base modulo the case at hand [Ashley,
1987c; Ashley and Rissland, 1987b].
2.4 Planning and Analogical Reasoning

In any CBR program there is a reliance on analogical reasoning in one form or another, the
simplest of which is matching. Slightly more complex are functional/role analogies (e.g., maintain-
ing a common numerical ratio between analogues). More complex analogies involve "mapping" of
the underlying justification (e.g., proof, plan, argument). The most difficult analogies involve the
purposes underlying tile justifications (e.g., maximize benefit/minimize cost, maintain social equal-
ity). IIYPO only deals with the first two types of analogy, although its evaluation of an argument
starts to approach the third kind. See (Ashley, 1987a. Other researches have tried to tackle the
latter two.

'erhaps most ambitious is Carbonell's work on analogy in the context of planning (Carbonell,

1983b; Carbonell, 1982; Carbonell, 1983al. A key component in this approach is examination of tile1 underlying structure of the plan. In "derivational analogy" one maps over the underlying structure
which can be thought of as the proof, plan or justification for the result. In "transformational"
analogy, one examines the reasoning, particularly purposes, that lead to tile underlying structure.ICarbonell's work delves much deeper into the underlying structure of a case than (oes IIYPO.
For IIYPO to do this, especially where existing cases in its CKB are involved, would require
examination of the past analyses and arguments, tile ratio decidendi as it is called, advanced by tile

I opposing counsel, discussed in the briefs, opinion, and dissents, and espoused by the court deciding
the case; this approaches classical legal scholarship. For cases that ltYPO works through, it might
be possible to keep some of this information available for future use although at this point If YPO
would need significant expansion of its reasoning techniques to make use of such traces.

Kedar-Cabelli has tried to address reasoning with the purposes underlying an analogy (l(edar-
Cabelli, 19841. She suggests, for example, that the purpose of a statute can be used to select the
kind of analogy to draw to show that the statute has or has not been violated. Unfortunately, it is
well-known that the purposes of statutes are notoriously difficult to ascertain.

A more tractable approach is taken by (Hammond, 1986a; Hammond, 1986b; Hammond, 19871.
In his CHEF program, recipes are the cases. In the course of encountering planning failures, CIIEF
generalizes descriptions of combinations of features that lead to the failures in order to predict
future fa;lures before they happen. The recipes are indexed Iot h by the gastronomical goals that1. they satisfy and by the problems that they avoid. As a case-based reasoner, there is a funlameutal
difference between CHEF and HYPO: CHI' needs a "strong" causal theor) Ihat is, a predictive

model or simulation for purposes of explanation and credit assignment This is an interesting

limitation since CBR is often most needed in just d.o,. cli'ins II Whici t herv i- , , o t'ii, caiisal
theorv See [Ashley, 1987a llanuoud. lke I\ke II,'r , :I -1-.. ,iillf.r fro.IiI 1, jiIchhim IIhal
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,'uriulative interactions atnong features and his metlod of evaluating corrective measures may lead

to sit nat, ons in which the program would he better off starting from scratch rather than developing
new plans which unlearn previously learned plans.

Two earlier efforts on analogy which relied on matching were Winston's and Burstein's [Winston,
1980; Hurstein, 19831. Winston's program reasoned about legal fact situations like simple assault
eases. It. used a matching process to decide if a base situation is analogous to a terget. It attempts
to place the parts of the target into correspondence with the base by matching up objects, their
classes and properties, and acts and relttions linking objects. The match with the highest total
score is deemed to indicate the best base inalogy. Burstein uses a more refined context or purpose-
driven matching. Ilis CARL program restricts the matching to information that wi'l be useful
in naking a desired iiference. (It is this related to sorne of the newer work on example-based
generalization.)

3. HYPO's Overall Architecture

Before going through an extended example of how HYPO reasons about cases, we sketch its
ingredient processes and knowledge sources. See (Ashley, 1987cj for a full discussion and description.

Input to iiYPO is the current fact situation or "cfs", entered directly into IIYPO's scheme
by the user who instantiates "slots" of the general "frame" and subframes used to represent a
trade secret misappropriation case. 3 In its current version, HYPO has no natural language
capability, although in a previous project (the "COUNSELOR" Project), HYPO was embedded
in a natural language environment supporting some understanding of discourse and paragraph-
long summaries. The output of IIYPO is in four forms: (I) a "case-analysis-record" which
summarizes IlYPO's analysis of the input case; (2) a "claim-lattice" showing graphically the
r-ationship of cases retrieved from the CKII to the case at hand; (3) "3-ply" arguments which
play omt the presentations of cases and responses of the plaintiff and defendant to them; anti (4)
a ("case citation summary" according to the format of the Iarvard Law School "Blue Book"
jillue [ook, 1986; Ashley and Rissland, 1987a]. HYPO is currently implemented in Zeta-LISP and
runs on a Texrq Instruments "Explorer".

3.1 Knowledge Sources in HYPO

Domain knowledge in llYPO resides in three places: (I) the CASE-KNOWLEDGE-BASE
- "CKB"; (2) the library of dimensions; (3) normative standards used to select best and most-
on-point cases.

The CKB contains hierarchical sets of frames hirh descrihe the main cornpnent,; of a rawe
including. plaintiff (7r), defendant (6), product, legal latin, prev,iling part% (plaintiff or defendant)
and holding. Some of these (e.g., plaintiff, defendant. secrt) are ftirt her expimdted into frames. See
(Rissland et al., 19841 for an example. At this pmint, the Case-Knowledge-Base contains about

"H1YPO aiiji),,rts .t I.tsi( editiig emvirt,n ent t,- inli , -i s Ii , i., - f i i i -I - I I ) k I1) i f-i incisi,,n ilt,,

IY 'O' ('KB.



30 cases, including a few classic contracts cases needed f:)r reasoning about non-disclosure and
non-compete agreements. 4f From this basic level of representation, IIYPO computes the values of factuial predicates
that state whether or not a particular legal fact is true (e.g., there-exist-disclosees, employee-has-

r switched-employers). Factual predicates form the building blocks of the second source of legal
knowledge in HYPO, the dimensions. 6

Diniensions encode legal knowledge expressing which clusters of facts have legal relevance for
£ * a legal claim, in particular, for arguing about a claim from a certain point of view. In effect, dimen-

sions are compiled knowledge from the case law; they relate legally operative facts to decisions from
* various perspectives. 0' As their name implies, they can be thought of as a "slice" or hyperplane

through a case space of high dimensionality. A key aspect of a dimension is that it encapsules the(j legal sense of what makes a situation better or worse, from a given perspective. For instance, one
perspective of a trade secret mnisappropriation case concerns the disclosures made (by the plaiaat-ilr')
to other parties. With respect to this dimension, Disclose-Secrets, thle more disclosees there are, the
worse off the plaintiff is vis-a-vis claiming his putative secret was maisappropriated. Another dimlen-
sion, E 'nployee-Sole- Developer captures the idea that the plaintiff's position is xa~aker to the extent
that the defendant gained access to the confidential information from plaintiff 's formler employee
who dleveloped the information on his own initiative and all by himself. Competitive. Advantage
captures the idea that the plaintiff's position is stronger to the extent that the defendant's access
to plaintiff's secrets saved it time and expense in developing a competing product. Other examples
of dimensions -an be found in Jflissland et al, 1984; Rtissland and Ashley, 1986; Ashley and Rliss-
land, 1987b; Ashley, 1987cj. Currently, thirteen dimensions are implemented; we know of many
..nore.

A dimtension, itself, is a frame-like knowledge source. It has tile following facets: (1) prereqiul-

sitels], which are necessary factual predicates for thle dimension to apply; (2) focal-slotfsj which
of all the prerequisites are the ones that really matter; (3) range(s! of values for the focal slots;
(4) dlrection-to-strengthen-plaintiff which specifies how to change the focal slots; (5) signifi-
cance which lists the claims for which the dimension has relevance; and (6) cases-indexed from
thle 0KB. Note that a foca! slot can be a symbolic value and that thle direction- to-streng then might,
specify climbing or descending a value hierarchy tree.

"Someit of the cases in the CKB are Telez Corp. v. 1BAf Corp., 510 P.2d 894 (10 Cir. 1975), WezleT v. Greenberg,
160 A.2d 430 (Sup. Ct. Pa. 1960), Kewainee Ott Co. v. Bacron Corp., 416 U.S. 470 (1974), and Dougheriy v. Sall,I 227 N.Y. 200, 125 N.E. 94 (1919).

'There could be legal argumient about whether a farl'al predlicate is trite. and1( tls. thaey Call he( tholight -A a-
statinag a lower level legal conclusion. One caaa view tlese :%.z farts e4 t abi ht, -i aea '.a i'a ala i' I -.-I.oero' **'a I --*r a .1 a ilke1* ~ ~subject of legal debate between the parties of this dispuato. V *siate laYp * :a -.,maa lg t~il~ lie 1.1011:11sli~a ihi i alle
or not true is one way to decide if it's worth tryinag t-- estalhisla ii~. t a 'aa it.

, %V P J no t co map ile th ese o u rselves bu t r akth er take llheaaa f a'.aa -c h -A* a ly -tit th i a d ti a''' a a s lk i ito1ua i aa

J.laaast.aa. 1982; Milgria, l9.qS!.
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3.2 HYPO's Comp)onent Modules allid tle Basic Processing Loop

Illoi receiving a new current fact situatioi, the CASE-ANALYSIS module runs through
the library of known dimensions and produces the case-analysis-record which lists: (I) factual
predicates applicable to the current fact situation; (2) applicable dimensions; (3) near-miss dimen-
sions (i.e., those that miss being applicable because one or two prerequisites are not satisfied);
(4) potential claims (e.g., misappropriation, breach of contract); (5) names of relevant cases from
the CKB. The combined list of dimensions that are applicable or near-misses with respect to the
current fact situation is called the D-list.

On the basis of this analysis, the FACT-GATHERER module might come back to the user
and ask for more facts (e.g., because IIYPO can draw no legal conclusions or needs to resolve a
factual predicate). 7

Once no more facts are solicited fron the user and a case-analysis is complete, the CASE-
POSITIONER uses the case-analysis-record to create a claim-lattice for the current fact situation.
A claim-lattice is a lattice such that: (1) the root is the current fact situation together with its
D-list, that is, its list of applicable or near-miss dimensions; and (2) successor nodes contain (names
of) cases sharing a subset, usually proper, of the dimensions listed for the root in the D-list.

The claim-lattice captures a sense of closeness to the current fact situation of cases retrieved
from the CKB. Those sharing more dimensions are "nearer" to the root. Those nodes directly below
0- .... . can be considered most-on-po1lt cases ("nmolc"), for the case at hand; leaf nodes are
.east-on-point. Different major branches of the lattice indicate essentially different (dimensional)
ways to argue the case. The claim-lattice re-topologizes the CKB from the viewpoint of the
current fact situation; it creates neighborhoods of cases centered on the cfs lAshley and Rissland,
19881. Note that hypothetical cases, if they exist in the CK, are potentially members of the claim-
lattice. The claim-lattice is used by the other modules to: (1) create the basic "3-ply" skelton of
an argument; (2) to spot troublesome contrary cases; and (3) to suggest fruitful combinations of
facts for new hypotheticals. This last use is particularly valuable when the CKB is sparse.

Once the claim-lattice is created, the BEST-CASE-SELECTOR chooses the best, most-on-
point cases, to cite in support of the cfs. Criteria used include: (I) the position of the case in the
lattice; (2) which side the case is good for; (3) which side the case held for; (4) whether there exists
a most-on-point case for the other side witich can "trump" the case.

Starting with a best case, the 3-PLY-ARGUER constructs the skeleton of a three ply ar-
gumnent about the current fact situation. In a 3-ply-argument, (1) first, sidel puts forth its best
argument, cites its most-on-point cases, abstracts a holding or "rule" of the case (i.e., an abstract
summary stating the relevant connection between the cfs and the cited case from which the desired
conclusion follows), and perhaps distinguishes the most-on-point cases of the opponent: (2) next,
side2 forms its response to sidel, for instance by (iscrediting (or distingiimhing sidl's cited case.
citing a more-on-point case contrary to side), or offering a h pol hot ic'al that reftites sid, 1"; po), iti i
or sets it, up as the first steIp of a slippery slope argultilvelt ill whi It sid I iltimiately fails; awl amI)

III :qIl qe, fact-g.,theriig anl:tlysisd i.never ,n .I h, to 1 1 .I . i ,I . IthIi , -I- I IF h Iisitigiiisled :,
facts couldl he sbieiled.)



finally side I rebuts side2.
The HYPO-GENERATOR uses b)oth the case-analysis-record and the claim-lattice plis

a half dozen heuristics, which use information about the case-analaysis-record and claim-lattice,
to spawn legally relevant and interesting hypotheticals I11issland and Ashley, 19861. Among the
heuristics for deciding what hypo to generate are: (I) make a case weaker or stronger; (2) make a
case extreme; (3) enable a near-miss; (4) dis-able a near-win; (5) make a conflict case. rhese enable

HIYPO to pose hypotheticals where, for instance, one party of the current fact situation is made
more vulnerable/invincible or two potentially conflicting ways of analyzing the efs are pitted against
each other in a "hybridized" case. In general, hypos allow a reasoner to test the robustness of the

II
Once HIYPO has analyzed the current fact situation, faciliated exploration of legal ratnifications

with hypotheticals, and proposed the skeleton of an argument, IlY P0's EXPLANATION module
generates an explanation of its reasoning. Included in IIYPO's explanation are case citations withi
illust'ative hypotheticals to show tlh, import and impact of the cited case. Hypothetical "whist
if's" and "for instances" are used to illustraie hard or troublesome points. For example, IIYPO
poses5 hypotheticals to show how a point or iesponse could be strengthened with the addition of
facts that would draw a closer analogy to other precedents. Hligher level dliscussion - for instance,
in terins of policy argumlents, the underlying purposes of the law is not attempted.

F~inally, the CASE-CITATION module present.s the user with the relevant cases organized
by the signals (e.g., See, But, But Cf,) used to cite cases according the style defined in IBlue Book,

1986[. This organized citation summary provides strong hints to the user as to where the strengths
and weaknesses of his case lie vis.J-vis what cases can be drawn on for support.

4. An Example of HYPO in Action

In this section, we walk through an example in which IJYPO analyzes a hypothetical case,
patterned after a real case called Amoco Production Co. v. Lindley, 609 P2d 733 (Okla. 1980).
The processing of HIYPO follows the basic CBR steps outlined in the introduction. By using a
sample derived from real cases, we can compare IlY P0's performance (e.g., the cases it cites) with~
that of the courts deciding the real ones.

[4.1 Step 1: Statement of the Current Fact Sitnation

The current fact situiation for our sample case, A AIICA BLEW OC o. v' AGGRAS1h' Oil Co.,
is as1 follows The plaintiff AMIC_1A BI,l- has lroigli a 'laiiii againist dt-&ilaiit A( ( BESS IVEl ftirI ~misappropriation of trade secrets in counectioii wit h its STR I K E siisi. '. c''iit g 11ora
that analyzes drilling logs of oil wells. AMICABLFE alleges that. AGUR ESSIVE-, gaiiiel acces';

to c'onfidential information about STRIKE'R through its formeIr employee, [all Smart,% hlle hie
wws first empjloyed by AM ICAII, lit 1979, hill Smanrt enit red mhiiall af gre(~eent iio't. 14) lisclo'.
any proprietary information of AMIC( ABL~E 1,1 -4 livi- \\ IiiI. - \%'r iig fui \ IC A I L,', ''ii s n)%ii



12

initiai, yeand over a period of fo:ur years, lan Smart developed the STI I It I rogran. In 199,, 1 an

Simart left, AMI(AIAI,!' over a dispute aboot the use of the S'l'ITIK"lI. program and subsequently

took a job with AGGRESSIVE'. Within ten months, AGGRESSIVE was employing an oil well log

anaysis program similar to STRIKER.

4.2 Steps 2 & 3: Analysis of the Case; Retrieval from the CKB

On the basis of this current fact situation, HYPO produces the case-analysis-record in Figure 1.

ApplicableFactnal Predicates: exists-claimant-corpl, claimant-makes-producti, exists-

claimants-info-re-prod uct I, exists-empiloyment-c"'ange, corp2-access-product -via-employee I ...
Applicable Dimensions: Defendant. Nondisclosure.Agreement, Competitive-Advantage,
Employee-Sole-Developer
No-lf.nm lrought- Tools, Bribe. Employee, Vertical. Kn otvlege, Secrets. Disclosed.
Outsiders, Security-Measures, Disclose-in.Negotiations, Non disclose-A greement-Specific
Pote ~"; Claims: Trade Secrets Misappropria.don (TSM), Breach of Nondisclosure Agreement

(BNA)
Relevant CKB cites: Wezler, Structurai lynawiCS, Eastern-Marble, Analogic, Telex, Motorola,
Space Aero, ...

Figure 1: The Case Analysis Record for AMICA BI, E v. AGGRESSIVE

To produce this case-analysis-record, the CASE-ANALYSIS module ha niade use of IIYPO's
knowledge of factual predicates and dimensions. First, the CASE-ANALYSIS module uses the list
of applicable factual predicates to state what dimensions apply or are near-misses. For instance, it
determines that the prerequisites for the Defendant.Nondisclosure-Agreement dimension are met:
that two corporations, plaintiff and defendant, compete with respect to a product, plaintiff has
confidential product information to which defendant has gained access, and former employees of
plaintiff with knowledge of the information who now work for defendant, had entered into nondis-
closure agreements with the plaintiff.

Second, dimensional knowledge allows IlYPO to compare cases along a dimension: The focal

slot of Defendant-Nondisclosure-Agreement is whether plaintiff's employees entered into agreements
not to disclose and its range is a simple binary set consisting of some agreements or no agreements.
To strengthen the plaintiff's position in a fact situation to which this dimension applies, add a
nondisclosure agreement.

Third, the dimensions allow IIYPO to find similar cases from the CI1B. For instance, there are
at least two cases in the CKB indexed by the Dfenidant-Nondisclo.mir, - lgrfcnt nt dinmensiom. bn,t hl

of which held for the plaintiff: the Structural Dynamics case in %% hich t he plaintiff's extensive tise

of contractual protections was held sufficient to make its eniplo.ves a%%are of the confidentialit)
of computer programs and Telex v. IBM in which the I1NI employees entered into non(disclosure
agreements acknowledging a listing of IBM's proprietar% inf,,'rumli,,o Ot ivr dhmnvsions have more
complex ranges, partially ordered sets or quantniil- *imm, l, ii"" h lejd a;bit relative strength



along such dimensions allows the CASE-ANALYSIS module to position the case among others on
this "axis" of the case law contained in the CK13.

4.3 Step 4: Positioning with the Cl1aim-Lattice

At this point, 11YPO has retrieved yd-evant case3 but has not considered these from the point1' of view of the current fact situation. The analysis, so far, only indicates where the ciurent fact
situafkan falls along various 0KB dimensions. The CASE-POSITIONER takes these relevant, cases
and produces the claim-lattice which will show, from the .?inlt of view of the c -irrent fac't situation,

which cases are near and which are far according to its metric for evaluating how on-point they are.
Thel claim-lattice for the Amticable case is showni in Figure 2. A much larger, extended claim-lattlice,

n ot shown, includes cases that are potentially relevant in that. dlimfensionis apply to them that are

near-mi.ses for the current fact situation.

GRAPH-NOUE- 178
DIMENSIONS.
COn ttle-AodvantsroAg. fem

GRAPH-NODE-190 Sotorlaui v ln6cif
DIMENSIONS- Eare S-Viaer 
Otlendant-Nondisclosut *-Agreement umv asn,

AnlgE vDl rn GRAPH--NOOE-178
StrctaDnami Bcs vt DIME NSIONS!

DEfendan-Nondsur loeAree
CASES
MWexlaern Mabl

GRigureD 1:Ca75tic o h mial ae

DIMESu ayOhNrsloSh:bs aeslctinlr(~s hw nFgre3 rmIh
claed&im-atic i Fure 2,oe a setatter refn s men GRA -NO-17t6ie Ilee*r Ii~
Fmigure3. AsoI*vipste re aDubro oeniluotoI NSIOit S:Wh'I 'eesl~ 1Ii~iIh
ex pteiie-dvaimatie wihi hw.Tehle Cst re oluhy "po uIll iis o-rtt

lwauset~e' reinexdbydiiinios hih hs ar.uekn~~iinil hltIi~r-uu~CASiuu.i &'
fi~r lie ~urruui~ at] 'I i~i iou Shoul ii liur . h Space Aor vi.iuh arin i-uhug n u tglus i

Il~1 -1155(hulel~iti a~ iil)eC, hiOEseciu . tih Ir,,iq Shliiuf v~ Sllinatro
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M00s-0on-poilut (118PSe:
St rut ural lOyn atnis (Yr; lOrfen dant- Non disclosurt- A grcvncitl, Ib~nployee-Sole-DIevclo per)
7'cli'x v. IBMA (i'r; D~efendant- Nondisclosure- Agreement, C'ompetitive-Advantage)
1fri'ane (7r; 1)efen dant. Nondisclosure. Agreement, Competitive-A dvantage)
A nalogic (7r; Defendant-Nondisclosure-A greement, Competitive- Advantage)

Potential Most-on-point Cases:
Midland Ross (6; Disclose-Secrets, Blribe-.Employee);
A utomated Systemstn, (b; Vertical- Knowledge, Disclose-in -Negotiatio is)
Eastern-Marble (;r; Security- Measures)

Fignre 3: Most-On-Point Case-s fromn the Claiim-Lattice for AMIICABfLE v.
A GGRESSIVE. Title of case Is followedl by whio won and dhinen-
slons fromn cfs's D-List thiat apl)y to case.

P'otential most-on-poitt cases also prov ide clues to the FAC'-GA'IllIRER and HYPO-GENERATOR
mnodules, as well as the attorney using HJYPO, to potential questions to be asked or hypotheticals
to Ibe considered. They are the source of "assume for the moment facts x and y and let's see what
happIens to our client's position" sort or reasoning.

4.4 Steps 5 & 0: Artful Hypotheticating and Other CBR Manipulations

At this point, IIYPO uses its case analysis knowledge to spawn useful hypotheticals. Obvious
triggers for hypos include the near-miss dimensions fromt the case-analysis- record and most-on-point
cases and potential most-on-point cases from the claim-lattice.

One hypo titat HIYPO could pose to strengthen the defendant AGGRESSIVE's position would
be to suppose that AMICABLE dlisclosed the confidential information to 100 outsiders as in the
Midland Ross case, a potential mopc where the defendant won. Or HYPO could suppose that
the confidential information was general knowledge about customer business relations as in the
pro-defendant mopc Automated Systems. HYPO can tighten the analogy between the current fact
situation and the most-on-point cases Telex or Structural Dynamirs, and strongly improve plaintiff's
argument if the facts included thzt AGGRESSIVE bribed Ian Smnart to change employers or if Ian
Smart brought AM ICA BLE's Iproduct-related tools w ithI himii.

4.5 Step 7: Thie Skeletal Outline of an Argtiment

Based on its analysis, including which cases are artutal or potenitial mopc's for each opponent,
the ARC UMIEN'l module can now summarize I'oiII md r"-pon--s f'r I lit- , f.
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For instance, starting from the point of view of the plaintiff, there are really two ways to argue
the case, one for each of the two main branches of the claizn-lattice shown in Figure 2. Here are
two points that HYPO makes for Amicable: (I) citing Structural Dynamics from the top branch of
the claim-lattice; (2) citing Telex from the bottom branch.

Points (for plaintiff)

AMICABLE should win claim for trade secrets misappropriation:

(1) See Telex v. IBM (Plaintiff IBM won trade secret misappropriation claim where defendamlt
Telex gained competitive headstart by saving 50% in development time and cost by using
confidential information of former IBM employees who had agreed not to disclose IBM's
proprietary information.)

(2) See Structural Dynamics v. Engineering Mechanics (Plaintiff Structural Dynamics won
trade secret misappropriation claim, eventhough plaintiff's former employee was sole (level-
oper of product, where employee agreed not to disclose confidential information .)

In the absence of any pro-defendant mnost-on-point cases, (see Figure 3) defendant has no cases
to cite in response. As discussed above, IYPO poses hypos based on the pro-defendant potential
most-on-point cases to try to generate somc cases to cite for defendant. All that is left for IIYPO
to , o to respond to the points is to distinguish plaintiff's cases by pointing out significant factual
differences:

Responses (for defendant)

(1) The Telex case is distinguishable because it had stronger facts for plaintiff: In the Telex
case, defendant Telex bribed IBM's employees to join Telex by offering a $500,000 bonus,
stock options and high salaries. This was not so in the Amicable case.

(2) The Structural Dynamics case is distinguishable because it had stronger facts for plaintiff:
In Structural Dynamics the employee brought product-related tools like a notebook and copies
of the code and the nondisclosure agreement specifically applied to the product. This was
not so in the Amicable case.

Where a response for side2 cites cases as counter-examples, l!YPO also makes a rebuttal on
behalf of sidel by distinguishing those cases from the current fact situation. In this example, since
no cases could be cited for defendant in the Responses, there are no Rebuttals for the plaintiff.

4.6 The Real Case

In several important respects, IJYPO's analysis comp~ares favorably " iih I hat. of the (Corl i
the real case of Amoco Production Co. v. Lindley, 609 lP2d 7:3:3 (Okla. 19810):

First, in its opinion, the Court cites both the T' le x and Structural )ynaim,'s cases, foriizi'uig mlI
thit exisheic'e ill each case of nonli. huur. . ... 'e.ii Ih..i eu , Ill l .111d I1. ,'ulh,,'t'.
Ill at. 7 13-7.15

.
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Scrond, the (ourt also distinguishcs the ,S'tructral Iynamics (ase by pointing out th,t. the terms
of the itidist'hosre agreement in Struclural l)ynamics were inore restri'tive than Lhoso, in
It moro Production./d. at 745.

Third, the Court in the Amoco Production case did not decide the merits of the trade secrets claim.
Instead, it sent the case back to the trial court for further action. In effect, the Court's citing
cases like Telez and Structural Dynamics was to guide the lower court as to what, factual
findings to seek and how to legally evaluate the facts. ItYPO uses cases in much the same
way.

bourth, in the Tel'x and Structural Dynamics cases, defendants raised, and the trial courts rejected,
the defenses that there were no trade secrets because plaintiffs disclosed the information to
outsiders and that the information was too general. Telex Corp. v. IBM Corp., 367 F.Supp
258, 358 (N, D. Okla. 1973); Structural Dynamics Research Corp. v. Engineering Mechanics
Research Corp., 401 F. Supp. 1102, 1117 (E 1). Mich. 1975). Both of these defenses are
implicit in the hypotheticals posed by IIYPO based on the Midland Ross and Automated
Systems cases. Indeed, in the Telex case, the court cites another Midland Ross case involving
the same plaintiff and the same defense that the alleged trade secrets had beet) disclosed.

5. Con-lusions

In this paper, we have described the key ingredients of case-based reasoning (CIIR) and shown
how our system L1YPO performs CBR in the legal domain of trade secrets law. In discussing IIYPO,
and other related research, we emphasized how CBR depends critically on a Case-Knowledge-Base
(CKB) and indexing schemes and that the hallmark of CBR is the use of cases in justification.
The law is an excellent domain to study such CBR problems since by its very nature it espouses
a doctrine of precedent and a realization that there are "no right answers". The law is also a
paradigm for adversarial CBR; interpretations are pitted against each other.

Our system H-YPO performs indexing and relevancy assessment of past cases dynamically by
(I) analyzing how prior cases can be viewed from the point of view of the current fact situation
(cfs) arid (2) determing what aspects of these prior cases apply, and how strongly, to the current
fact situation. This sort of analysis - accomplished through IIYPO's "dimensions", "case--analysis-
record" and "claim-lattice" mechanisms - allows IIYPO to promote some prior ca-ses over others as
precedents for interpreting and arguing about the current fact situation. While the case-analysis-
record views the cfs with respect to the existing cases in the CKB, the claim-lattice views these
cases with respect to the cfs. Through creation of neighborhoods orf relevancy, centered on the cfs,
H1YPO can easily select most-on-point cases (mnopc's) both pr, and t oit t Iosit im '. and geuvrat , I lie
skeletal structure of an argument, a "3-ply argument"

In IIYPO, and CBR in general, relevancy and iidexing issues toi( Ii o entral otncerlis of
Al, particularly, machine learning. In assessing relhany, a ('111 s. stin is in effect grappling
with the problem of credit assignment, and iI idv\'in l. Ic i id uv%% tur i pro)lerms. \'htl.
Ci.R research will thus benefit front fundarwuta I .I%1-,f-,m Iijii, him Ii.aruiilg, CIB expertise
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in selecting, creating, and manipulating cases should in a reciprical way benefit learning resarch,
particularly, on problems concerning the selection of training instances.fCurrent work on IIYPO is focussed on the modules that do explanation and argumentation,
as well as, of course, on expanding the knowledge bases. We are also working on tests to pit
and benchmark HYPO's performance against legal experts, for instance, by generating sample testf cases and evaluation measures (e.g., based on cases cited). Ultimately, such research should shed
light on the nature of stare decisis and give detailed, well-explicated computational models of its
component reasoning processes.F
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